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Abbreviations

NTL: Non-Technical Losses; ML: Machine Learning; 
AMI: Advanced Metering Infrastructure; DFS: Deep Feature 
Synthesis; TSFresh: Time Series Feature extraction based on 
Scalable Hypothesis tests; GLM: Generalized Linear Model; 
GBT: Gradient Boosted Tree

Introduction

Electricity generation and distribution enabled rapid 
development throughout the 20th century, powering 
technology in the fi elds of information, communication, and 
computing. As technologies such as the internet, computers, 
and microprocessors advanced, the power grid remained 
relatively unchanged until the early 21st century when the 
incorporation of those and other technologies, in the form of 
grid sensors, communication protocols, and data analysis, are 
now being used to tackle some of the greatest challenges faced 

by modern power grids. In developing countries, particularly in 
Latin America and the Caribbean, one of those is the problem 
of energy loss, in particular Non-Technical Losses (NTL). 
This can be defi ned as the illegal abstraction (use, waste, or 
diverting) of electricity without paying for it [1]. While this 
is a serious issue globally, it is extremely pervasive in poorer 
nations where these losses can sometimes account for up to 
50% of the energy produced, and this is energy that ends up 
being paid for by regular customers or the government through 
subsidies [2]. This is an issue that costs Latin America up to 
USD 17 billion and the island of Jamaica, in particular, USD 
244 million annually [3]. A solution to this problem suitable to 
the conditions in the developing world is vital for the growth, 
development, and economic equity of electricity in these 
countries.

Approaches to NTL detection have been researched 
extensively in a variety of different countries. The solutions 
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generally fall into 3 categories: 1) Data-oriented, which 
focuses on analyzing primarily consumption data on an entity 
to determine the likelihood of energy theft by that entity. 2) 
Network oriented, which uses grid sensors and other specialized 
equipment in conjunction with network topography to detect 
NTL. 3) Hybrid, which is a combination of data and network-
oriented approaches [4]. The method best suited for a particular 
utility depends on the level of electrical infrastructure already 
available in the country or the utility’s ability to quickly 
implement the associated system. In many countries, that 
process has already been completed or is currently underway, 
requiring between 3 to 15 years, depending on a variety of 
factors such as size, population, and fi nancial resources [5]. 
The required infrastructure, advanced communication, meter 
technology, and dedicated sensors are very costly [6]. This 
puts those methods out of the reach of countries with little or 
no existing smart grid development or whose deployment is 
slowed by lack of capital, whether due to low investment or 
high theft [7]. A study of the implementation of smart meters 
puts the cost of the infrastructure at USD 54 million per 1 
million power meters [5]. Since utilities cannot wait to upgrade 
the entire grid before they tackle the overwhelming power 
theft issue, a data-oriented approach is the primary solution 
available to many developing countries.

As part of the technical and business processes involved 
in providing electricity to customers, large volumes of data 
have been generated by utilities, ranging from monthly 
information, such as billing and consumption data, to fi xed 
information, such as customer details and the results of 
previous investigations [3]. Through the increased use of 
communication and computational technology in every process, 
from the metering to the billing cycle, researchers have begun 
to store and analyse that data on a large scale. The increased 
data processing power and increased access to Machining 
Learning (ML) tools and techniques have given rise to the use 
of big data analytics to mine customer data to detect and reduce 
energy theft, as is well described in work done by Guerrero et 
al and Han, et al. [8-10]. This approach is the most popular 
due to the low cost of implementation and has been used with 
both monthly meter readings and interval data from Advanced 
Metering Infrastructure (AMI) systems in conjunction with 
machine learning algorithms, with varying degrees of success. 
Whereas some implementations perform better than others do, 
it is worth noting that all of them perform better than their 
respective manual approaches to NTL detection.

Automated NTL detection is of particular interest for 
many researchers, due to the increased volume of customer 
data available, especially customer meter information. In the 
past, the only interaction with the customer was a monthly 
consumption reading and the bill that followed, along with 
some demographic information. With smart meters, the utility 
is now able to view a customer’s consumption with a much 
higher resolution, moving from once a month to every 15 
minutes. That, along with various meter events that may be 
registered by the meter, gives the utility insight into not just 
a customer’s energy use but also the various states the meter 
goes through at the customer’s location. This high-frequency 

interval data lends itself to big data analytics and has been 
used in studies by numerous researchers, as seen in some 
works [10-16], which use 15-minute to hourly interval data. 
Medium-resolution data in the form of daily readings are used 
in a few studies [17-20]. Other researchers have also used even 
lower resolution monthly consumption and applied similar 
analytical techniques to large volumes of data, which, though 
less accurate, in many cases still perform better than random 
guessing and human experts using the same data [21-31], have 
also used even lower resolution monthly consumption and 
applied similar analytical techniques to large volumes of data, 
which, though less accurate, in many cases still perform better 
than random guessing and human experts using the same data.

In NTL detection, various techniques have been used but 
most are a variation with some improvements on core methods, 
with researchers sometimes combining methods to improve 
the likelihood of detection. Techniques broadly fall into two 
categories, namely supervised and unsupervised learning.

A. Supervised learning

Many utilities routinely conduct customer visits, allowing 
them to assign a label to a portion of their customer base. 
Supervised learning relies on labelled data, where customers are 
designated as either normal or anomalous, to train algorithms 
to detect NTL. It is the most commonly used data-oriented 
approach. The most popular algorithms used are Support 
Vector Machines [11,14-16,18,23-25,27-29,32], Random Forest 
[16,21,25-28], Boosted algorithms [19,20,22,28,30,31], Neural 
Networks [17,18,22,27], K nearest neighbour [25,27,28,32] and 
Logistic Regression [25,27,32].

B. Unsupervised learning

These methods work without any labels in the training data 
to learn from the information hidden within it, allowing for 
more complicated processing tasks [33]. The labels are only 
required once the algorithms need to be evaluated. This tends 
to be used in clustering or outlier detection algorithms, such as 
Optimum-Path Forest (OPF), k-means, Self-Organizing Maps 
(SOM), Multivariate Gaussian Distribution (MGD), and Local 
Outlier Factor (LOF), to detect the anomalous customers in the 
data set [12,13]. For example, the OPF was able to outperform 
other clustering algorithms such as k-means, in terms of its 
accuracy score, when trained for anomaly detection [12]. MGD 
also performed well, achieving the best F-measure on one of 
the datasets [12] and performing the best overall [13].

C. Challenges in data-oriented approaches

Class imbalance and evaluation metrics, covariate shift, 
data quality, feature selection, scalability and comparability of 
various methods are some of the challenges faced by researchers 
[34]. The current literature focuses primarily on just one or 
two of these challenges, primarily class imbalance. Most of 
this research is being done in highly developed countries that 
feature signifi cantly less NTL. This means that much of this 
data can often be less practically applicable to high NTL areas 
that would most benefi t from the implementation of NTL 
detection and mitigation strategies.
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Methodology

This research focuses on, class imbalance, in conjunction 
with feature selection and evaluation metrics [34], Class imbalance 
has received attention in work done by the authors in [16-20] 
and [24-28] and involves using different sampling techniques 
with a training data set. Synthetic Minority Oversampling 
Technique (SMOTE), which generates samples of the minority 
class, and Radom Undersampling which ignores part of the 
majority class, are the main method to balance the data set. 
Feature selection has received less attention, with different 
features, such as averages, sums, and standard deviations, 
commonly extracted from consumption data, being used by 
various researchers. No standardized feature list or extraction 
method exists. Figure 1 shows a fl ow chart of the methodology 
proposed for our implementation of data-oriented NTL 
detection. This proposed solution is to address these specifi c 
challenges by introducing techniques to deal with class 
imbalance, feature extraction, and evaluation metrics.

A. Class imbalance

The most common method of handling class imbalance 
is sampling, particularly under-sampling, where the data set 
is artifi cially balanced by removing samples of the dominant 
class from the training set. This reduces the number of 
training examples but can still increase the performance 
of the algorithm. Previous research has shown that the 
increase in NTL proportion improves the performance of the 
algorithm when tested on an unbalanced data set and reduces 
the likelihood of predicting false negatives to maintain high 
accuracy. This can be seen in [15-22] and [24-28], all works 
focused on data set imbalance, some using sampling and others 
by the performance metrics. To handle the class imbalance, 
the models were trained at 10%, 33%, and 50% NTL. Each was 
then tested on a data set with 10%, 20% and 50% NTL, which 
represent low, average, and high loss areas respectively.

Sampling is a key part of the approach used in this research 
to manipulate anomalies in the training and test sets. This data 
set maintained an 80:20 train/test ratio with the percentage 
of anomalies varying within each set while the ratio remained 
constant. For example, if 100 audits were sampled, 80 would 
be in the training set and 20 in the test set. If the training set 
had 10% irregularities 8 of the 80 audits would be anomalous, 
if it has 50% irregularities, 40 of the 80 would be anomalous. 
For the test set if 10% irregularities 2 of the 20 audits would be 
anomalous, if it has 50% irregularities, 10 of the 20 would be 
anomalous.

B. Feature extraction

This research also focuses on the use of automated extraction 
to address the feature selection problem, and this distinguishes 
it from previous approaches which were manual in nature. 
This has clear benefi ts for the two main groups that would be 
involved in the development of the NTL models, domain experts, 
and machine learning experts. Domain experts are empowered 
to create ML processes without in-depth knowledge of data 
science, while ML experts can automate tedious tasks, reducing 
their workload and improving effi ciency. Three of the most 
popular automated open-source feature extraction algorithms 
were chosen to take advantage of their ease of implementation 
as well as their unique characteristics. The three methods 
were: (1) Deep Feature Synthesis using the Featuretools Python 
library, (2) Time-Series Feature Extraction based on Scalable 
Hypothesis tests using the Tsfresh Python library, and (3) 
RapidMiner’s Time Series Feature Extraction plugin.

1) Deep Feature Synthesis (DFS): Deep Feature Synthesis 
was fi rst proposed by Kanter and Veermachaneni 
in 2015, its main advantage is its ability to generate 
features from relational data sets and present these as 
a rich feature space [35]. As most companies rely on 
relation databases for information storage this allows 
the creation of features automatically from various 
related sources. It has also been used for other anomaly 
detection systems, such as an intrusion detection 
system using convolutional neural networks [36].

2) Time Series Feature extraction based on Scalable 
Hypothesis tests (Tsfresh): The Tsfresh library is 
specifi cally designed for supervised learning, combining 
feature extraction with fi ltering important features [37], 
removing the redundant features, and leaving the ones 
most closely related to the predicted label. It achieves 
this through a combination of hypothesis testing and 
feature signifi cance testing. Tsfresh has an advantage 
when used with time series sensor data but can also be 
used for high interval data with some success, and this 
is useful as consumption data which is typically used for 
NTL detection is a time series data set. Xu [38] used the 
Tsfresh library with the XGBoost algorithm (a form of 
gradient boosting), with monthly consumption data to 
predict future consumption with high accuracy.

3) RapidMiner’s Time Series Feature Extraction: 
RapidMiner combines data preparation, feature 

Figure 1: Proposed NTL Detection Strategy.
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extraction, and easy deployment of various machine 
learning algorithms into one unifi ed platform [39]. 
It has been used to design autonomous data mining 
processes [40] in analytical chemistry for predicting 
the linear retention indices among various compounds 
[41], in medicine for patient classifi cation in relation 
to liver disease, and in aircraft classifi cation using 
air traffi c data [42]. The main advantage of using the 
time series extension is direct integration with the tool 
that is being used for the rest of the machine learning 
process, creating a single automated pipeline from data 
collection to model evaluation. Using this method, we 
extracted features from four 3-month periods, each 
representing a quarter of a year.

The ancillary data of the customer account was used as the 
base table, joined to the consumption, billing, and exceptions 
tables by an identifi cation number was then used to extract the 
features of interest from the data.

Each feature extraction method produced its own unique 
feature matrix with 125 features in the case of DFS, 550 in the 
case of Tsfresh, and 50 in the case of RapidMiner’s Time Series 
Feature Extraction. In all cases, RapidMiner’s feature score 
was used to select the features most highly correlated with the 
label. The feature vectors can be expressed in the form x = [x1, 
x2, ..., xn]T. 

C. Data

The current research uses data related to customers’ 
accounts to train a model to predict NTL. The data is based 
on historical records from 454,000 audits done on residential 
and small commercial accounts between 2016 and 2021. These 
audits provide an indicator of whether or not an anomaly was 
found, as well as the classifi cation of the type of anomaly 
found. Preliminary analysis of the data showed signifi cant 
increases in the number of audits, standardization of labelling, 
and anomaly categorization starting in May 2018. This made 
cleaning and preparation of the data easier, thus the data set 
was further reduced to the last audit done on accounts between 
May 2018 and May 2021, to take advantage of the increased 
data quality. The resulting data consisted of 246,000 audits 
with 24,500 anomalies representing a precision of 10% using 
manual account selection and domain knowledge only. For 
the 246,000 accounts, four distinct data sets were collected: 
consumption, billing, exception, and ancillary.

The consumption data was analysed to fi nd the minimum 
time period during which models still performed well. And it 
was found that the last 12 months of consumption in kWh fi t 
that profi le. Additionally, the reading type (estimated or actual 
read), and the number of days in the billing cycle to account for 
the difference between readings were also used. Consumption 
is the primary data type used in NTL detection. Many features 
can be extracted from this data, but additional information can 
also be gained by analysing the consumption of a given area as 
seen in Ref [21,22,25] and [26]. The billing data contained the 
last 12 months of bills and the payments made to those bills 
were collected. Exceptions represented any special event on the 

meter, such as excessively high or low readings over the last 
12 months. Ancillary data provide additional information about 
the accounts, such as the location and type of account.

Figure 2 shows the average consumption of normal 
customers over a year compared to the average of all customers 
in the same community. It can be observed that the average 
consumption of all customers in a community is slightly lower 
than the average of just the normal customers. This is expected 
as anomalous customers would skew the overall average 
downwards due to their full consumption not being registered 
on their meters.

Changes in the customer’s energy usage, such as sharp 
declines, may be indicative of theft but also might be indicative 
of some change in behaviour or conditions. Figure 3 shows 
the average consumption of anomalous customers over a year 
compared to that of all customers in the same community and 
reveals a wide gap between those anomalous customers and 
average neighbourhood consumption. By adding neighbourhood 
consumption, we can differentiate changes in consumption 
that occur due to factors that affect everyone, such as higher 
consumption that occurs during Christmas or summer, and 
then focus on changes caused by individual behaviour.

D. Evaluation metrics

Metrics were specifi cally selected based on their relevance 
to the problem of NTL detection particularly that of a highly 
imbalanced data set. Metrics such as accuracy may have 
defi ciencies including high false-negative rates but still appear 
accurate since most accounts are normal, thus failing to detect 
anomalies [3]. On the other hand, Using the True Positives (TP), 

Figure 2: Average Consumption of Normal Customers vs. Average Consumption of 
All Customers over a Year.

Figure 3: Average Consumption of Anomalous Customers vs. the Neighbourhood 
Average over a Year.
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False Positives (FP), True Negatives (TN), and False Negatives 
(FN), we can calculate the following more meaningful metrics:

• Precision – the fraction of all investigations done at a 
customer’s premises that detected actual anomalies.

Precision
TP

TP FP



               (1)

Recall, also known as the detection rate – the fraction of the 
total anomalies present in the data set that the model correctly 
predicts as anomalous.

Recall
TP

TP FN



               (2)

• Area Under the Curve (AUC): A performance metric for 
binary classifi ers; it ranges between 0 and 1, with an AUC 
> 0.5 indicating the prediction is better than a random 
guess [24]. It is represented as a plot of the Recall 
against the specifi city. Hosmer et al further break down 
AUC scores into 5 categories, = 0.5 which is considered 
random, 0.51 to 0.69 which is poor but slightly better 
than a coin toss, 0.7 to 0.79 being acceptable, 0.8 to 0.89 
classifi ed as excellent, and 0.9 and above is outstanding 
[43].

• Recoveries: an underused metric, though they can be 
considered the most important one for the utility. The 
audit stops future energy theft but also customers are 
back billed for the energy extracted without payment; 
hence a model that can correctly identify a few accounts 
with large recoveries may be more useful than one that 
identifi es a larger number of low recovery accounts 
from a fi nancial perspective [13]. 

E. Algorithms

Four (4) algorithms were tested in this experiment, namely, 
Deep Learning, Generalized Linear Model (GLM), Gradient 
Boosted Tree (GBT), and Naïve Bayes Model.

1) Deep learning: RapidMiner’s implementation of Deep 
Learning is a multi-layered feed-forward Artifi cial 
Neural Network (ANN) that employs stochastic gradient 
descent using backpropagation and is often used in 
applications such as image and speech processing 
[44]. This implementation’s architecture consists of 
one input layer, two hidden layers with 50 neurons 
each, and one output layer, it uses the rectifi ed linear 
activation function to calculate the output of each node. 
The authors in Ref. [9] use ANNs to mine artifacts from 
customer data that are used as features for a Rule-Based 
Expert System. ANNs have also been used in several 
other NTL studies [6]. The model seeks to minimize the 
error function

1 2E ( )
2

t yi ii
                 (3)

Where ti represents the target and yi represents the output. 
The algorithm is represented in Figure 4.

2) Generalized Linear Model (GLM): GLMs are statistical 
models derived from a weighted linear regression [45]. 
Through generalization, they expand their scope to 
deal with nonlinear data by transforming the nonlinear 
relationship between input and output into a linear one. 
This is done by using a function to do the transformation 
[46] and is implemented using binomial regression as 
the transformation function. The general form of that 
function being

( ) *
0

p
g xji ijj

 


               (4)

Where g(.) is the link function, j is the regression 
coeffi cients, xij is the regression variables and πi is the 
conditional expectation of 𝑦 on X = xi.

3) Gradient Boosted Tree (GBT): GBTs are an improvement 
on decision trees using boosting, a method that aims to 
strengthen weak learners [47]. These weak learners are 
tree ensemble models created by combining decision 
trees sequentially to create a stronger learner [48]. This 
is done through the construction of additive regression 
models which fi t those learners to the gradient of a loss 
function [49]. Boosting approximates the function that 
maps feature to the output by the expansion of the form

( ) ( ; )
0

m
F x h x am mm




              (5)

Where {𝛽𝑚}𝑀 represents the expansion coeffi cient and ℎ(𝑋; 𝑎) is chosen as a simple function of X with the set of parameters 
a = {a1, a2, …}.

4) Naive bayes: Naïve Bayes is a classifi cation algorithm 
that works on the assumption that features are 
independent of each other and, though this is rarely 
true in the real world, the algorithm generally has lower 
error rates than more complex classifi ers [50]. It’s 
based on conditional probability theory, modelling the 
posterior probability and estimating the class density 

Figure 4: Diagram of a Multi-Layered Feed-Forward Artifi cial Neural Network (ANN).
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of the predictors using Bayes’ rules [51]. That posterior 
probability is denoted by 

( ) ( | )1( | )
( )

nP C P x CiiP C X
P X

                (6)

Where C is the class of an observation X assuming the 
features X1, X2,…, Xn are conditionally independent.

F. Implementation

Data from a relational database consisting of customer 
information from 2016 to 2021 was extracted and anonymized. 
This data was then pre-processed in the RapidMiner platform 
to clean and reduce the data to the interval between May 
2018 and May 2021. The consumption data was then further 
reduced to the last 12 months before the most recent audit. 
Python scripts for Featuretools and Tsfresh were then created 
to complete the feature extraction. The RapidMiner Time Series 
Feature Extraction plugin was also used to create a feature 
extraction process that split the data into 4-month windows. 

Model training, testing, and evaluation processes were 
then set up in RapidMiner to automate the rest of the machine 
learning process. Once the features were extracted the data 
was randomly under-sampled at 10%, 33%, and 50% NTL 
proportions for both training and testing data sets. This data 
was then used to train each model at each NTL proportion. The 
test data set was then used to evaluate the model at each NTL 
proportion and the result was recorded.

Results

Distinguishable trade-offs between recall and precision can 
be seen in most algorithms. Figure 5 shows that for all models, 
there is an increase in recall as the NTL proportions increase 
in the training data set, except for Naïve Bayes. In the latter 
case, there is a decrease for models trained on the RapidMiner 
and Tsfresh extracted features but a slight increase when 
Featuretool’s features are used. Naïve Bayes produced the 

highest recall with the Tsfresh features, in some cases, it was 
as high as 0.998 but this was done by predicting most of the 
accounts as anomalous causing the corresponding precision to 
fall to 0.101. That approach would trigger many unnecessary 
audits resulting in wasted resources.

The Precision did decrease with the increase in the NTL 
proportions as seen in Figure 6, but in all cases, it was still 
greater than what had been achieved by manual account 
selection. GLM achieves the highest Precision also with 
Tsfresh; the model was able to score 0.944 with a Recall of 
0.013 and detected a very small subset of anomalies very well 
but missed most of the others.

Figure 7 shows that this trend reverses when tested on 
data sets with higher proportions of NTL. Due to the larger 
number of anomalous accounts, a model trained on high NTL 
proportions can detect losses better.

The ability of various models to detect an anomaly as 
measured by the AUC can be seen in Figure 8 and generally 
remained the same when GLM and GBT are the algorithms 
used, no matter what feature extraction is selected. For Deep 
Learning, the highest AUC was achieved by training models at 
33%, close to the 26% at which losses stand in the real world. 
The AUC produced by Naïve Bayes is less than that of all the 
other algorithms.

The Recoveries follow the same general trend as Recall; 
therefore a better way to look at Recoveries is not just as a 
percentage of the total energy recovered but as how much 
energy is recovered per audit done. Figure 9 shows a general 
trend towards high recoveries per audit when trained at lower 
NTL proportions. The GLM shows one such case detecting a 
few instances of NTL without expending too much effort, in 
which a few high-loss accounts were identifi ed.

Figure 10 shows the comparison of the confusion matrix 
for GBT and Deep Learning both trained at 33% NTL and tested 
at 20% NTL using the Featuretools extraction method. These 

Figure 5: The Recall Score of Algorithms and Feature Extraction Methods at Each NTL Training Proportion Used.
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Figure 6: The Precision Score of Algorithms and Feature Extraction Methods at Each NTL Training Proportion Used.

Figure 7: The Precision Score of Algorithms and Feature Extraction Methods at Each NTL Testing Proportion Used.

Figure 8: The AUC Score of Algorithms and Feature Extraction Methods at Each NTL Training Proportion Used.
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were the best-performing algorithms with GBT outperforming 
Deep Learning only slightly. GBT had higher True and False 
Positive scores, indicating higher Recall, this means in the 
real world it would trigger more investigation which could be 
useful for aggressive NTL reduction campaigns. Deep Learning 
on the other hand had higher True and False Negatives scores, 
indicating higher Specifi city, which might be useful for a more 
targeted loss reduction strategy.

Discussion

RapidMiner’s easy deployment of machine learning 
algorithms and automated feature extraction together are a 
powerful combination for AutoML. Featuretools was overall 
the best feature extraction library across all algorithms, and 
this may be attributed to Deep Feature Synthesis (DFS) and 
its ability to generate rich and meaningful features based on 
the relationship between the data sets. RapidMiner extraction 
also performed well but still fell behind Featuretools across 
all algorithms, except GBTs where its performance was about 
the same. GBT was the best-performing algorithm with most 
of the models that used the Featuretools and RapidMiner 
extraction, achieving an AUC > 0.8, which is considered 
excellent [43]. Some Deep Learning models also achieved this 
AUC of 0.8 or greater but still performed slightly worse than 
GBT on that metric. Deep Learning and GBT when combined 
with Featuretools and RapidMiner extraction produced good 
models, whereas other models did not perform as well.

Table 1 shows the best-performing algorithms at each of 
the three levels of sampling used for the testing and training 
data sets. The difference between recoveries and recall refl ected 
how close the values are for each model with a minimum of - 
0.09, a maximum of 0.08, and an average of 0.006. Both values 
increase when the models are trained at higher NTL proportions 
increasing the number of false positives. Precision in inverse 
proportion decreases as training NTL proportions increase 
refl ecting the trade-off between it and recall. AUC is generally 
the highest when trained at 33% NTL but the differences 
between models trained with the same feature extraction 
methods are very small. For Deep Learning, GLMs, and Naïve 
Bayes, on average the algorithms trained at 33% NTL had the 
highest AUC among all other models for the same algorithms 
with the second-best models being trained at 50% NTL. GBTs 
however saw sign drops in AUC as the training proportions 
increased with the best model being trained at 33% NTL and 
then 50%. GBT was the overall best algorithm when looking at 
AUC. For Deep Learning, GLMs, and GTBs, all models saw an 
increase in recall when trained at higher NTL proportions with 
models trained at 50% NTL scoring the best. Naïve Bayes was 
the only algorithm that experienced a decrease in recall when 
trained at higher NTL proportions with its best models being 
those trained at 10% NTL. It is worth noting that changing the 
testing proportions did not signifi cantly infl uence the Recall as 
the training proportions did. Deep Learning had the best Recall 
and Recovery especially when trained at 50% NTL proportions, 
indicating that it might be better at detecting accounts with high 

Figure 9: The Recoveries (kWh) per Audit of Algorithms and Feature Extraction Methods at Each NTL Training Proportion Used.
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Figure 10: The Confusion Matrix for the Top 2 Algorithms.
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NTL at the location. Looking at the Precision, all algorithms 
experienced an increase when tested at higher NTL proportion 
with models tested at 50% NTL having the greatest Precision. 
We observed that algorithms trained at 33% NTL or even as 
low as 10% and tested at 50% NTL had higher Precision but 
generally had the lowest Recall. A similar trend was observed 
for GLMs had the best Precision especially when trained at 
lower NTL associated with the worst Recall.

Multiple researchers have taken monthly consumption and 
other customer data, performed some processing, and then used 
it, combined with various algorithms, to train and test models. 
Table 1 shows the best-performing model for each algorithm 
based on their AUC, which we consider the most important 
metric for this problem due to the nature of unbalanced data 
sets. There were, however, models that scored higher in the 
other metrics but had lower AUC, such as GLMs trained at 
10% that had Precision scores as high as 0.94 and Naïve Bayes 
models also trained at 10% with a Recall as high as 0.99. GBT 
when trained at 10% NTL and tested at 10% NTL had the best 
AUC. In most cases, the best-performing models were trained 
at the high NTL proportions except for the GBT model. Table 
2 shows that when compared against the best-performing 
models of other research done using monthly consumption 
and some that used higher resolution daily consumption, our 
models performed better than the previous research in key 

metrics such as AUC, Recall, and Precision. It is worth noting 
that a Random Under-Sampling (RUS) Boosting algorithm 
tested on a data set with a 50% NTL was among the best we 
could fi nd in the literature; we were however able to match its 
AUC and outperform its Recall and Precision scores with other 
models, though they did not match RUS Boosting algorithm’s 
AUC. We consider these highly important metrics for utilities 
in their fi ght against NTL. Our model performance was also 
comparable to research done using higher-resolution daily 
readings, indicating a potential for signifi cant improvement if 
the models are trained on similarly high-quality data.

Contribution

The paper advocated for the use of Automated Feature 
Extraction, model training, and testing as a part of a new 
paradigm of AutoML. This increases the effectiveness and 
scale of machine learning as it allows for the easy preparation 
of data, training of models, and testing across a wide range 
of parameters. Through this approach, we are able to 
quickly determine the effectiveness of models on a given 
problem through a process of rapid iterations using different 
confi gurations of training data, test data, and algorithms. This 
is ideal for a problem such as NTL detection where the ground 
truth can vary greatly over a geographic location and one-size-
fi ts-all approaches may inadequate.

Table 1: Comparison of the Algorithms Used to Detect NTL in This Experiment Trained and Tested at Different NTL Proportions.

Algorithm Recall AUC Precision Recoveries
Recovery           Recall

Difference

Deep Learning
33% 20%

0.78 0.79 0.39 0.75 0.03

Deep Learning
33% 50%

0.80 0.79 0.68 0.74 0.06

Deep Learning
50% 20%

0.89 0.79 0.31 0.87 0.02

Deep Learning
50% 50%

0.89 0.78 0.64 0.84 0.05

Generalized Linear Models
33% 20%

0.26 0.71 0.44 0.26 0

Generalized Linear Models
33% 50%

0.26 0.71 0.77 0.29 -0.03

Generalized Linear Models
50% 20%

0.57 0.71 0.35 0.58 -0.01

Generalized Linear Models
50% 50%

0.58 0.71 0.68 0.59 -0.01

Gradient Boosted Tree
33% 20%

0.75 0.81 0.39 0.70 0.05

Gradient Boosted Tree
33% 50%

0.75 0.81 0.71 0.67 0.08

Gradient Boosted Tree
50% 20%

0.86 0.81 0.33 0.82 0.04

Gradient Boosted Tree
50% 50%

0.86 0.80 0.66 0.81 0.05

Naive Bayes
33% 20%

0.34 0.64 0.35 0.30 0.04

Naive Bayes
33% 50%

0.26 0.70 0.75 0.29 -0.03

Naive Bayes
50% 20%

0.32 0.64 0.37 0.24 0.08

Naive Bayes
50% 50%

0.16 0.66 0.65 0.25 -0.09
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This paper also focused on Recovery, which was a key 
metric that other researchers have overlooked. For a problem 
such as NTL detection where not all energy theft is the same, 
looking at the impact of detection from the perspective of 
energy recovered is important for real-world applications. The 
detection of a larger amount of energy stolen with a smaller 
number of customers has a greater effect on NTL than a smaller 
amount of energy from a larger number of customers. Previous 
research which only focused on the number of anomalous 
accounts detected, missed these insights.

Overall, this paper presents a novel approach to the problem 
of NTL detection by largely automating part of the machine 
learning process such as the feature extraction, sampling, 
training, and evaluation of the models. It improves on the use 
of classical machine learning algorithms and outperformed 
other models trained on similar data. The inclusion of Recovery 
as a key metric also lends itself to improving the practical value 
of this approach to be focused on what is a real-world priority 
to utilities but is often not considered by researchers.

Conclusion

Though the recent increased adoption of smart grid 
technology has led to the use of more sophisticated approaches 
to NTL detection in developed countries, the data-driven 
approach still represents the most attractive model in the 
developing world. This is further aided by machine learning 
tools which allow for the easy training and deployment of 
models. Class imbalance can also be addressed with sampling 
which improves Detection Rate, though at the expense of 
Precision. Though issues of feature selection still affect 
the data-oriented approaches, this can be overcome using 
techniques such as Deep Feature Synthesis (DFS) and Time 
Series Feature Extraction, which generate rich feature sets from 
available data. These strategies, when applied in the real world, 
can result in a signifi cant increase in effi ciency, particularly in 

Table 2: Comparison of the Algorithms Used to Detect NTL in this Experiment with the Research that Used a Similar Methodology 

Paper Algorithms NTL Training Proportion NTL Testing Proportion Recall AUC Precision Recoveries

Current Deep Learning 33% 10% 0.78 0.81 0.24 0.63

Current
Generalized

Linear Models
50% 10% 0.6 0.72 0.2 0.6

Current Naive Bayes 33% 50% 0.26 0.7 0.75 0.29

[18]
Neural

Network
50% 4% 0.55 0.65 0.08 -

[20]
Random Undersampling 

Boosting
Algorithm 50% 50% 0.65 0.82 0.89 -

[21] Random Forest 50% 11.6%* 0.649 0.646 0.19

[22]
Extreme Gradient

Boosting 11.8%* 11.8%* 0.48 0.76 0.38 -

[23]
Support Vector

Machine
11.2%* 11.2%* 0.6 - - -

[24]
Support Vector

Machine
60% 20% 0.75 0.55 - -

[25] Random Forest 40% 3% - 0.63 - -

[26] Random Forest 70% 70% - 0.75 - -

(* Indicates Percentage Was Not Explicitly Stated but Assumed Based on # of Anomalies in the Data Set).

feature extraction using Featuretools and the Gradient Boosted 
Tree algorithm. This can further aid in segmenting the grid by 
the percentage of NTL and then training algorithms on these 
data set segments with NTL levels similar to where they will 
be deployed.

As more of the local grid is converted to use smart meters, 
additional data will also be available for training and testing. 
Further work involving more grid-related data on NTL at a 
given section of the grid, as well as sensor data from the newly 
installed metering points, can be considered. Further testing 
using Tsfresh might also be helpful as it is designed for high-
interval sensor data.
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