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Introduction

A robot is an automatic electronic machine that senses 
environmental changes through related sensors. The robots 
are programmed to act while perceived values are lower or 
higher than a particular value. The programmers start their 
idea by drawing a fl ow chart and then design appropriate 
algorithms to reduce the complexity and iteration of their 
program [1-4]. Logic circuits, electronic components and 
programming are the essential parts of a robot. Recently, 
surveillance robots have become an increased interest of many 
users for different applications. Surveillance is a process of 
close systematic monitoring, observation, or supervision 
maintained over a person or an environment to protect, act 
and send information to the users. The users can interact 
with the robot using computers or smartphones over a Wi-Fi 
network. By programming embedded systems, surveillance 
robots can be employed for indoor and outdoor applications [5-

6]. The surveillance robots mainly consist of a microcontroller 
such as Raspberry Pi or Arduino, which is the programmable 
brain of the robot. The Raspberry Pi is a low-cost, small 
card-like piece-sized computer that enables the users to be 
connected to a computer, monitor, camera, WiFi rotors and so 
on for controlling robots, image processing and many other 
applications [7-12]. A schematic of the standard Raspberry 
Pi board and its different ports are shown in Figure 1. Open 
CV (Open-Source Computer Vision Library) is a programming 
method used to run the Raspberry Pi board for computer vision 
purposes. Open CV is a library of programming functions 
mainly aimed at real-time computer vision [13].

In this experimental study, a simple robot is assembled 
using a Raspberry Pi board as the brain of the surveillance 
robot. A pi camera is installed on the robot’s chassis. The 
open CV is installed on the Raspberry Pi for image processing 
applications. Python is employed to program the Raspberry Pi 
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for robot motion and control applications. The user receives the 
digital data, images, videos and audio on a computer through 
a WiFi network. Figure 2 shows the designed system and the 
relation of different accessories of the robot. 

Robot accessories requirement and assembling

The hardware requirements of this robot such as a Raspberry 
Pi board, a pi web camera, two DC motors, Caster Wheels, a DC 
motor driver circuit, a 9V battery, battery connectors, wooden 
chassis, single pin connectors and so on were purchased. The 
robot hardware and accessories are assembled. The Raspberry 
Pi board is connected to the pi camera, the DC motor driver 
circuits, battery, and WiFi. The chassis of the surveillance 
robot is equipped with two wheels driven by the DC motors 
pinned to the motor driver circuit. The motors are interfaced 
with the Raspberry Pi’s General-Purpose Input and Output 
(GPIO) pins. The Raspberry Pi controls the robot’s movement 
by sending appropriate signals to the DC motors. The LED light 
of the Raspberry Pi board shows specifi c colors in different 
circumstances. The connections between the Raspberry Pi, 
robot motion system, pi camera, and computer are shown as 
a schematic in Figure 3. Table 1 shows brief and important 
conditions while connecting the Raspberry Pi board to other 
accessories. Raspbian OS and Python compiler were installed 
as the software requirements. The Raspberry Pi is interfaced 
with a webcam. It captures videos from the webcam for live 

streaming. The Raspberry Pi is connected to a computer 
through WiFi and uses a virtual network connection viewer 
as its tool. The computer accesses the pi as a virtual machine, 
so the video captured by the webcam is a live stream on the 
laptop’s screen. The photo of the assembled surveillance robot 
is shown in Figure 4.

Logical programming of robot motion in different direc-
tions

The robot is controlled by the keys pressed on the end 
user’s (laptop) keyboard. This section defi nes the logical 
programming of the robot’s motion in different directions 
(forward, backward, left, right and stop). 

The forward motion of the robot is logically defi ned as the 
following. The positive terminal of the left wheel should be 
induced with a high signal and the negative terminal with a 
low one. The left motor is connected to pins 38 and 40, so pin 
38 should be induced with the high signal and pin 40 with the 
low one. Furthermore, the positive terminal of the right wheel 
should be induced with a high signal and the negative terminal 
with a low one. The right motor is connected to pins 35 and 37, 
so pin 35 should be induced with a high signal and pin 37 with 
the low one. Figure 5 shows the logical programming of the 
robot to go forward.

The backward motion of the robot is logically defi ned as 
the following. The backward movement logic is precisely the 
opposite of the forward movement. For the left motor, Pin 38 
should be induced with a low signal and pin 40 with a high 
one. For the right motor, pin 35 should be induced with a low 
signal and pin 37 with a high one. Figure 6 shows the logical 
programming of the robot to go backward.

The robot’s motion to the left is logically defi ned as the 
following. The right motor should move in the forward 
direction and the left motor in reverse. Therefore, the robot 
starts to turn left. In this case, the positive terminal of the left 
motor should be induced with a low signal and the negative 
terminal with a high one. The positive terminal of the right 
motor should be induced with a high signal and the negative 
terminal of the right motor with a low one. Therefore, the 
Raspberry Pi pins of 38 and 40 for the left motor should be low 

Figure 1: Raspberry Pi board and its different ports (Ref: raspberrypi.org).
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Figure 2: Contents of the robot hierarchy.
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and high, respectively. The pins of 35 and 37 should be high 
and low, respectively. Figure 7 shows the logical programming 
of the robot to go left.

The robot’s motion to the right is logically opposite of the 
left motion, as follows. Therefore, the Raspberry Pi pins of 38 
and 40 for the left motor will be induced with high and low 

signals, respectively. The pins 35 and 37 of the Raspberry Pi 
should be induced with low and high signals, respectively. 
Figure 8 shows the logical programming of the robot to go 
right.

The stop order of the robot is logically defi ned as follows. 
Both terminals of both motors should be induced with a low 
signal to stop the robot. Figure 9 shows the logical programming 
of the stop robot.

Programming aspects, results and discussions 

Python was chosen as the programming language of the 
surveillance robot. The threading is used to decrease the 
latency of streaming. The modules and program functions are 
shown in Figure 10.

A computer vision pipeline is a sequence of steps that 
computer vision applications would defi ne. Most computer 
vision applications begin with capturing videos or images and 
converting the pixels to digital data. Then, the digital data would 
be processed and analyzed depending on the programmer’s 
aims. The general pipeline of the image processing of this 
study is shown in Figure 11. Open CV has been employed and 
installed on the Raspberry Pi for capturing video and accessing 
the pixels of the images. Figure 12 shows the robot’s camera-
captured image using the Open CV on the user’s monitor.

The manufactured surveillance robot was experimentally 
tested indoors. The audio, videos, and images were successfully 
transferred through a WiFi network to the end user. The 
Raspberry Pi board using the Open CV was programmed to 
fi lter noises and increase the resolution of captured images. 
Figure 13 shows the received image of computer vision from the 
surveillance robot on the user’s screen (laptop) at night (left 
image). The right embodiment of Figure 13 shows the same 
image after noise fi ltering and resolution enhancement while 
focusing on an object (the cat). Moreover, the robot using the 
Open CV could record images in a colorful or greyscale style. 
Figure 14 Shows the transferred image from the surveillance 
robot in both colorful and greyscale styles.

Conclusion

An indoor two-wheel surveillance robot that can be easily 
operated on a computer was designed and fabricated. The 
image processing property of this experimental study allowed 

Figure 3: The schematic of connections between the Raspberry Pi, robot motion 
system, pi camera and computer.

Table 1: Specifi c colors of Raspberry Pi board LED in different circumstances.

ACT Green Lights when the SD card is accessed

PWR Red Hooked up to power the piv

FDX Green If the network adapter is full-duplex

LNK Green Network activity light

100 yellow If the network connection is 100Mbps

Figure 4: The assembled surveillance robot.

Figure 5: The logical programming of the robot to go forward.
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Figure 6: The logical programming of the robot to go backward. 

Figure 7: The logical programming of the robot to go left.

Figure 8: The logical programming of the robot to go right.

Figure 9: The logical programming of the robot to go right.

the user to view real-time videos and images. A Raspberry Pi 
board was employed as the control unit of robot movement 
and output information. The robot could be navigated to record 
data from different regions using python and its modules. A 
pi camera is interfaced to record audio, images and videos and 

export them to digital signals. Live streaming video at day and 
night times with a mounted camera could be recorded. The 
digital signals were transmitted to the end user within the 
Raspberry Pi’s general-purpose input and output pins through 
a WiFi network.
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Figure 10: The modules and program functions.

The robot often takes time to respond to directions right, left 
and stop according to its wait key setup. In this case, because 
a program runs fast while the robot takes time to respond, 
the delay time is increased to 120 milliseconds, which leads 
to the robot’s response matching the program execution. The 
power supply is a vital issue for the parallel usage of Raspberry 
Pi and other hardware components such as DC motors. An 
equal amount of power is needed for all the components to 
work properly. The garbage collection in Raspberry Pi, which 
was accumulated at the output fi eld, was one of the biggest 
challenges. It made the control of robots becomes complicated. 
The problem could be solved with the open-source capabilities 
of Raspberry Pi, which allows for the installation and 
running of the Raspberry Pi trash classifi er. The Raspberry 
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Figure 11: General pipeline of the image processing.

Figure 12: Robot’s camera-captured image using the Open CV.

Pi trash classifi er could assist in getting rid of the garbage or 
recycling the data. This experimental study has the ability of 
industrialization, which needs further investigation.
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Figure 13: The captured images of the surveillance robot at night (left) while the 
resolution is enhanced (right).

 

Figure 14: The surveillance robots transferred images in colorful and greyscale 
styles.
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